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The entanglement negativity is a versatile measure of entanglement that has numerous applications in quantum
information and in condensed matter theory. It can not only efficiently be computed in the Hilbert space dimension,
but for noninteracting bosonic systems, one can compute the negativity efficiently in the number of modes.
However, such an efficient computation does not carry over to the fermionic realm, the ultimate reason for this
being that the partial transpose of a fermionic Gaussian state is no longer Gaussian. To provide a remedy for this
state of affairs, in this work, we introduce efficiently computable and rigorous upper and lower bounds to the
negativity, making use of techniques of semidefinite programming, building upon the Lagrangian formulation of
fermionic linear optics, and exploiting suitable products of Gaussian operators. We discuss examples in quantum
many-body theory and hint at applications in the study of topological properties at finite temperature.
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I. INTRODUCTION

Entanglement is the distinct feature that makes quantum
mechanics fundamentally different from a classical statisti-
cal theory. Undeniably playing a pivotal role in quantum
information theory, in notions of key distribution, quantum
computing and simulation, it is becoming clear that notions
of entanglement have the potential to add a fresh perspective
to the study of systems of condensed matter physics. Notions
of entanglement entropies and spectra are increasingly used to
capture properties of quantum systems with many degrees of
freedom [1-3]. The entanglement entropy based on the von-
Neumann entropy plays here presumably the most important
role [1,2]. However, it makes sense as an entanglement measure
only for pure states. Hence, early on, computable measures
of entanglement such as the entanglement negativity [4—7]
have been considered in the context of the study of quantum
many-body systems. In fact, one of the earliest studies on
entanglement properties of ground states of local Hamiltonians
considered this entanglement measure [8], which was followed
by a series of works on harmonic lattices [9—14].

Recent years have seen a revival of interest in studies of
entanglement negativity, and the problem has been attacked
using a number of different approaches. Numerical studies
were performed for various spin chains via tensor network cal-
culations [15-18], Monte Carlo simulations where the replica
trick comes into play [19,20], or via numerical linked cluster
expansion [21]. On the analytical side, major developments
include the conformal field theory (CFT) approach [22,23],
which has also been extended to finite temperature [24,25],
nonequilibrium [24,26-28], and off-critical [29] scenarios.
For some particular spin chains, there are even exact results
available [30-33]. Studies of negativity have also been carried
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out for two-dimensional lattices [34,35] with a particular
emphasis on topologically ordered phases [36—39].

The entanglement negativity—first proposed in Ref. [4],
elaborated upon in Ref. [40], and proven to be an entanglement
monotone in Refs. [5,6]—can be computed efficiently in
the Hilbert space dimension for spin systems. For Gaussian
bosonic systems, as they occur as ground and thermal states of
noninteracting models, the negativity can even be efficiently
computed in the number of modes [6,8,41,42]. This is possible
because the partial transpose [43] on which the entanglement
negativity is based, reflects partial time reversal [44], which
maps bosonic Gaussian states to Gaussian operators. This
is in sharp contrast to the situation for fermionic Gaussian
systems, where the partial transpose is, in general, no longer
a fermionic Gaussian operator [45]. Consequently, there is
still no efficiently calculable formula known for the nega-
tivity. This is unfortunate, since Gaussian (or free) fermionic
systems are specifically rich. For example, some well-known
models showing features of fopological properties such as
Kitaev’s honeycomb lattice model are noninteracting [46].
Also, one of the most paradigmatic one-dimensional models
exhibiting edge states in a topologically nontrivial phase, the
Su-Schrieffer-Heeger (SSH) model [47] is a noninteracting (or
quasifree) fermionic system.

The lack of a formula for negativity of fermionic Gaus-
sian states has stimulated a concerted research activity on
identifying good bounds [45,48]. In this work, we make a
fresh attempt at proving tight bounds to the entanglement
negativity. Each bound considered here depends exclusively on
the covariance matrix of the Gaussian state at hand, and thus is
efficiently computable in the number of modes. In particular,
the lower bound makes use of a pinching transformation of the
covariance matrix, while the first of two upper bounds requires
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techniques of semidefinite programming. The second upper
bound was already proposed in a CFT context [48], which
is now elaborated and closed form expressions for arbitrary
fermionic Gaussian states are given. We also test our bounds
by estimating the negativity between adjacent segments in the
SSH model and the XX chain, both in the ground state and at
finite temperatures.

The paper is structured as follows. In Sec. II, we introduce
the notation used in the rest of this work and define the
negativity, followed by some basic examples given in Sec. III.
The lower bound is constructed in Sec. IV, whereas Secs. V
and VI deal with two different upper bounds, based on
semidefinite programming and products of Gaussian operators,
respectively. Numerical checks of the bounds are presented in
Sec.VII, followed by our concluding remarks in Sec. VIIL.

II. PRELIMINARIES

A. Fermionic quantum systems

Throughout this work, we consider quantum systems con-
sisting of a set of fermionic modes; the annihilation and cre-
ation operators { f|, flT, oo fis f,j} associated with the modes
generates the CAR algebra, i.e., the algebra of operators
respecting the canonical anticommutation relations. In many
contexts, it is convenient to refer rather to Majorana fermions
than to the original ones, by defining

m2j—1=f;+f-, m2j=i(f;_fj) (1

for j = 1,...,k. Given a state p, the second moments of the
Majorana fermions can be collected in the covariance matrix
y € R?2k with entries

i
Vil = Etr(P[mj,ml])~ ()
It is easy to see that this matrix satisfies
y=-v" iy <L 3)

We will denote the set of such covariance matrices of k modes
as Cy C Rk,

A fermionic Gaussian state p is completely defined by its
covariance matrix, as one can express the expectation value of
any Majorana monomial through the Wick expansion

p
tr(om;mj, ... mjzp):(—i)p Z sgn(r) 1_[ Viz@i-1y, Jncn “
=1

b/

where the indices of the Majorana operators are different and
the sum runs over all pairings 7 [with sgn(;r) denoting the sign
of the pairing].

Considering a Gaussian (or quasifree, as it is also called)
unitary

Ve o1 2ja Kjmjm )

(where K € R?**% with K = —KT) and a Gaussian state p,
the evolved state p’ = Vp V1 remains Gaussian. On the level
of the covariance matrices, this mapping can be represented by
the transformation

y = Oky OF, 6)

where Ox = e~ X € SO(2k). In this context, a commonly used
tool is that a covariance matrix can be brought to a normal form
by means of such a special orthogonal mode transformation O,

~no [0 =1
~ ~p . —
o0 =@} 3] "
Jj=1
with x; € [—1,1] corresponding to the presence or absence of
a fermion in the normal mode decomposition.
A Gaussian state is called particle-number conserving if
it commutes with the particle-number operator Z];’:I f jT /i
In this case, the expectation values of the pairing opera-
tors vanish, ie., (f; ;) =(f]f/) =0. Thus the 2k x 2k
covariance matrix y can be completely recovered from the
k x k correlationmatrix C;; = (f jT f; ). Moreover, such a state
remains particle-number conserving and Gaussian under a

mode transformations of the form e~ 21 Ritf} /i (where R
is a Hermitian matrix), and the corresponding map on the
correlation matrix level, analog of Eq. (6), is given by

C v+ UgC U}, ®)

where U, = e~'® € U(k).

B. Partial transpose and negativity

Let us now turn to the definition of entanglement negativity.
Consider a bipartite fermionic system composed of two subsys-
tems A and B corresponding to Majorana modes {m, . ..my,}
and {my, 11, . . . myg}, respectively. Following the literature, we
will refer to such a setup as a bipartite system of n x (k — n)
modes. Given a bipartite fermionic state p, the entanglement
negativity is defined as

1
N = 5<||p“||1 -1, )

where ||.||; is the trace norm and the superscript T denotes par-
tial transposition with respect to subsystem B. The logarithmic
negativity as a derived quantity is

E=In|p™. (10)

Both quantities have their significance, and the latter is an
entanglement monotone despite not being convex [7], as well
as an upper bound to the distillable entanglement. Since at the
heart of the problem under consideration here is the assessment
of ||pT#||1, a bound to the latter gives immediately a bound to
both the negativity and the logarithmic negativity.

To proceed, we first need to represent the action of the partial
transposition on the density operator. Using the notations
m? =1 and m} = m, a fermionic state can be written as

p=> wmi. . .m5, (11)
where the summation runs over all bit-strings 7 =
(11, ...,m) € {0,1}*?* of length 2k." The partial transpose of

"Note that a physical fermionic state must also commute with the
parity operator P = I—[ik=1 mj, i.e., one has w, = 0 when Zf’;l T; is
odd.
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p with respect to subsystem B is the transformation that leaves
the A Majorana modes invariant and acts as a transposition R
on the operators built up from modes of B, i.e.,

" = Z wemi .omEAR(mp . m3). (12)
T

As shown in Ref. [45], the action of R in a suitable basis
can be written as

R(mSii - om5) = D/ Ommg,(3)
where
0 if Y% 7, mod4 e (0,1},
Flo) = ! Z£k_2n+l j (14)
1 if Zj=2n+1 7; mod 4 € {2,3}.

As a main consequence one finds that, in sharp contrast
to their bosonic counterparts, the partial transpose operation
for fermionic Gaussian states does not preserve Gaussianity.
Nonetheless, in a suitable basis the partial transpose can still
be decomposed as the linear combination of two Gaussian
operators [45].

III. BASIC INSTANCES

When discussing the negativity of Gaussian states, the
situation of two fermionic modes is particularly instructive and
and will be made use of later extensively. We hence treat this
case in significant detail.

Any two-mode covariance matrix can be brought into the
form

0 a 0 —-b
—a 0 —c 0
y=lo ¢ o 4| (a3

b 0 —-d 0

referred to as normal form, upon conjugating with O4 & O3,
with O4,0p € SO(2), reflecting a local mode transformation
in subsystems labeled A and B. Such local mode transforma-
tion does not change the entanglement content of the state, and
for a Gaussian state with a covariance matrix given by Eq. (15),
one can easily compute the negativity. This is possible because
one can identify the two-qubit system that reflects this Gaussian
state by virtue of the Jordan-Wigner transformation. This
two-qubit quantum state is given by the following expression.

Lemma 1. Negativity of two modes. Let y € C, be a
covariance matrix in normal form. The negativity of the
quantum state is that of the state

M, 0 0 M 4
I 1] 0 My, M3 0
- — 4 . B 16
P 4+4 0 M, M3 0 | (16)
My 0 0 My,
of two qubits, where
M, =—(a+d)+ (ad + bo),
M, 5 = (a —d) — (ad + bc),
M;3 =—(a —d)— (ad + bo),
(17

M4’4 = (Cl +d) + (ad +bC),
Myg= M4 =b+ec,
M2!3 = M3’2 = b — C.

Hence the negativity of this state can be computed in closed
form solving a simple quadratic problem. It is given by

N =3lp™ Il — 1) = 3(h(y) — 1),
where we defined the function

h(y) =L+ L max{1,y/(a +d)*> + (b — ¢ — (ad + be),

(18)

V(@ —d? + b+ P+ (ad + bo)}. (19)
A. Fermionic Gaussian pure-state entanglement
A Gaussian state is pure if y2 = —1.Ina 1 x 1 setup, this

implies that by conjugating y with a local mode transformation
04 ® Op [where 04,0p € SO(2)], one can bring it into a
Bardeen-Cooper-Schrieffer (BCS) form

0 a 0 =b
—a 0 —-b O

=% o a4l (20)
b 0 —a O

with b := (1 —a?)"/2. Thus the state depends on a single
parameter a € [—1,1], and its negativity is given by

N =Ldp™ 1 — 1) = Lgla) - 1), @1)
where we defined
gla)=1+1-a (22)

For a multimode fermionic Gaussian pure state, this gives rise
to an explicit simple expression for the negativity, which we
state in the following lemma.

Lemma 2. Pure fermionic Gaussian states. The negativity
of a pure fermionic Gaussian state of n x n modes is

1 n
N=3 Eg(“”‘l , (23)

where {%ia;} is the spectrum of y4.
Proof. 1t is known that any covariance matrix satisfying
y2 = —1canbe brought into a multimode BCS form [49]:

(04 ® 0p)y(0,® 0p)" =&_y(a))
. [ 0 a 0 —b;
@j:l |:—aj 0]

®j =1 [—b i 0 . ]

n 0 b n 0 aq
= P ]
where @ denotes a direct sum giving the above type of block
structure, O4,0p € SO(2n), {*ia;} is the spectrum of y,,
and a? + b? = 1. In other words, one can decouple the modes
in A and B such that there is entanglement only between the
corresponding pairs. Thus we can write (after rearranging the
modes) the state as a product of these pairwise entangled 1 x
1-mode states. Using the multiplicativity of the trace norm
and the negativity formulas Egs. (21) and (22) for each of the
decoupled 1 x 1 mode pairs, we arrive immediately at Eq. (23).

Let us also note that as for general pure states p,

o™ 1 = tr(py?)?

. (24

(25)
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holds true, the negativity could anyway efficiently be computed
via standard formulas for Rényi entropies of Gaussian states
[50,51], yielding the same formula as Eq. (23).

For the sake of completeness, we mention that one can
generalize the above results for any Gaussian state that can
be brought by a local mode transformation into a state with the
following type of covariance matrix:

n 0 a; n 0 —b;
., ]| el ]

n 0 Cj n 0 di
= P = ]

(26)

For states with such properties (e.g., for the isotropic states
[49]), the negativity can be calculated using the general two-
mode formula Eq. (18), the final result being

1 n
N=3 Qh(”)‘l : 27)

where h(y;) is defined as in Eq. (19) with the corresponding
parameters a;,b;,c;,d;.

IV. LOWER BOUND

We now turn to presenting bounds to the entanglement neg-
ativity for arbitrary fermionic Gaussian states. We first discuss
a lower bound, before proceeding to the more sophisticated
upper bounds. The lower bound will be derived from a pinching
transformation using the expression of two-mode negativity
reviewed in the previous section.

A. Lower bound from pinching

Using the pinching transformation, one can decouple the
system into independent 1 x 1 modes, and use for each of these
system the previously obtained expression for the negativity
for the 1 x 1 case. In the obtained expression, 7; denotes
the 4 x 4-submatrix associated with the respective jth 1 x 1
subsystems.

Theorem 3. Lower bound. An efficiently computable lower
bound of the negativity of a fermionic Gaussian state p ofn x n
modes with covariance matrix y is forevery O4,0p € SO(2n)
provided by

1 n
Np) = 5 []7(m;(0a® 05y 0f @ OF)) — 1. (28)

j=1

Proof. In particular, O4 = Op =1 is a legitimate choice
in this bound. The above statement follows from the fact
that making use of random phases, one can group twirl the
conjugate covariance matrix I' :== O, @ Opy Of & O} into

~n

= @jzlnj(r‘), (29)

for which the negativity can be readily computed as stated
above. The group twirl amounts to a map

l n
’_ ) T
T _;Zojroj (30)
j=1
on the level of covariance matrices, where
0; = diag(H;) @ 1. (31
In this expression, H;, j = 1, ...,n, is the jth row of a real
Hadamard matrix
H e {—1,1}"" € O(n), (32)

an orthogonal matrix with £1 entries. This is to show that
the blocks of four Majorana operators are each equipped
with signs, so that the resulting covariance matrix has the
desired pinched form. The above group twirl can be performed
with local operations and classical communication, hence it
provides a lower bound, making use of the fact that the
negativity is an entanglement monotone.

By choosing appropriate O4 and Op (e.g., through an
optimization procedure), one may obtain useful bounds for
the entanglement negativity. The case of particle-number
conserving Gaussian states is especially tractable.

B. The particle number conserving case

As discussed in Sec. II, when treating particle-number
conserving Gaussian states, instead of the covariance matrix y,
we can work with the correlation matrix C;; = (f jT f; ). When
C is real, one has the very simple relation

Vaj—120 = —Vaup2j—1 =2C;1 —8;;1, (33)

with all the other entries of y being zero.
Considering ann x n setup, we can divide the total correla-
tion matrix of a state paup With respect to the two subsystems:

Caa | Caps
c= : 34)
Cpa | Cap

where C4_ 4 and Cp, p are Hermitian, and Ci\,B = Cp 4. Letus
choose the particle-number conserving local mode transfor-
mation Uy @ Up such that U,C A,BUZ is a positive diagonal
matrix, i.e., U4 and U}; provide the singular value decomposi-
tion of C4 5. Applying now a pinching transformation on the
mode-rotated state, we obtain a Gaussian state o/, ,, for which

aj C1

an Cn

! J—
20 1= |— 7’ . (35)

Cl‘l dn

where the nondiagonal elements of the block matrices are all
zero,and a;,d;, and ¢; denote the diagonal elements of the ma-

trices (QUaCa UL —1), QUsCp gU}—1), and 2U5C 43U},
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respectively. Now, using Theorem 3, we obtain the following
lower bound for the negativity for the original Gaussian state
PAUB:

1 n
Npaos) = 5 | [Trp =11, (36)
j=1
where
0 aj 0 Cj
_ —aj 0 —Cj 0
r=lo ¢ 0 4 7
—Cj 0 —dj 0

In Sec. VII, we will use this procedure to numerically calculate
lower bounds for the negativity in the ground and thermal states
of various many-body systems.

V. UPPER BOUND VIA CONVEX OPTIMIZATION

We turn now to presenting the first of our two novel
strategies to arrive at upper bounds. It is rooted in ideas of
convex optimization and the structure theorem of Gaussian
maps obtained from the Lagrangian formulation of fermionic
linear optics. The basic idea of this bound is to make use of the
fact that the negativity is an entanglement monotone, thus by
means of local transformation the negativity cannot increase
on average. In this way, an upper bound can be identified once
one is in the position to identify those Gaussian root states
from which the desired state can be prepared and for which
negativity can be calculated easily. As it turns out, this gives
rise to a problem that can be tackled with the machinery of
convex optimization.

A. Fermionic Gaussian maps

The bound as such will require some preparation. We start
by stating how fermionic Gaussian maps (i.e., completely
positive maps that send Gaussian states to Gaussian states)
act on the level of covariance matrices.

Theorem 4. Structure of fermionic Gaussian maps [52].
An arbitrary fermionic Gaussian operation acts on covariance
matrices y € C,, as

y = B(y’1 + D)’lBT + A,

A B
r = [—BT Di| € C2m

is a fermionic covariance matrix on a doubled mode space.

We now turn to an observation that is helpful in this context:
all outcomes in a selective fermionic Gaussian map are related
with each other upon conjugating the input with a diagonal
matrix P from P,,, with

(38)

where

(39)

m
Py i={P=@EPxilx e (-1.1} (40)
j=1

This feature mirrors a similar property in the Gaussian bosonic
setting, where with an appropriate shift in phase space condi-
tioned on the measurement outcome, an arbitrary Gaussian
map can be made trace-preserving [53,54].

Lemma 5. Selective fermionic Gaussian operations. For any
selective fermionic Gaussian operation, one outcome being
described by a map (38), the other measurement outcomes are
reflected by covariance matrices of the form

y+— B(Py~'P+ D) 'BT + A, 41)

where P € P,,.

Proof. This means that all outcomes of a selective fermionic
Gaussian map are on the level of covariance matrices reflected
by the same transformation, upon conjugating the input by a
matrix P € P,. This can be seen by acknowledging the fact
that any post-selected fermionic completely positive map can
be written as a concatenation of a fermionic Gaussian channel,
acting as

y— XyXT +v, (42)

withY = —Y7, XXT < 1,andiY < 1 — XX7, in addition to
dilations

Yy Oy @y)HoT, 43)

withy’ € Cy, O € SOQ2(m + k)), followed by a fermion num-
ber measurement on the additional X modes. This follows from
Ref. [52], mirroring the situation for bosonic post-selected
Gaussian completely positive maps [53,54]. For different
outcomes of that fermionic measurement, the above map is
being replaced by (1 & P)I'(1 & P), P € P,,. This means that
for different measurement outcomes, the map in Eq. (38) is
being replaced by

y — BP(y '+ PDP)"'PBT + A. (44)
This is identical with
y — B(Py~'P +D)'BT 4+ A. (45)

This structure can be uplifted to the level of local fermionic
Gaussian operations, which seems helpful in its own right.
From the above characterisation of fermionic Gaussian maps,
we immediately obtain the following statement:

Lemma 6. Local fermionic Gaussian operations. Each
outcome of a selective local fermionic Gaussian operation on
an n X n system gives rise to a covariance matrix of the form

y — B(Py~'P+ D) 'BT + A, (46)

where A, B,D € R*"**" are submatrices of a covariance ma-
trix as in Eq. (39) with m = 2n, P € P, and block-diagonal
matrices (with respect to the n x n partition) A = A; @ Ay,
B =B ®B;,D=D; & D,.

B. Upper bound

‘We are now in the position to develop the idea for the upper
bound. The basic idea is that we would like to identify a simple
& € Cy,, constituted of blocks of 4 x 4 matrices that reflect
entangled pairs of fermionic modes, such that

y =BE '+ D)'BT + A, 47

reflecting a local fermionic Gaussian operation. Using the
monotonicity of the negativity, this gives rise to a tight upper
bound. Introducing the notation for a standard completely
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entangled BCS covariance matrix for two mode systems

0 0 0 -1
0 0 -1 0

G:= 0 1 0 ol (48)
1 0 0 0

we will state our theorem concerning the upper bound.
Theorem 7. Upper bound for the negativity. An efficiently
computable upper bound of the negativity of a fermionic
Gaussian state p of n x n modes with covariance matrix y
can be obtained from the solution of the semidefinite problem

min v := Zvj (49
subject to
v = w(Gnpl, n=8&]_n;, in>1, (50)
0 a; 0 —,3]
_ |7 0 =B
== g 0 1)
Bi 0O
y—A B

where A=A, ® A,,B=B® B,,D = D1 @ D, are block-
diagonal matrices with respect to the n x n decomposition,
and @ denotes a direct sum as defined in Eq. (24). Given the
solution of the optimal v; values, the negativity can be bounded
as

1+ 1
N < E]_[(1+v,»/4)—§. (53)

J=1

Proof. The logic of this argument is that the entanglement
content of the Gaussian state described by the covariance
matrix & must be larger than that of y, invoking the fact that
the negativity is an entanglement monotone [5,6]. We can build
upon the above characterization of fermionic Gaussian maps.
What is more, each other outcome is related to the above upon
conjugating £ with a P of the above form.

We start from a £ € Cy,, constituted of blocks &; of 4 x 4
for j = 1,...,n. These covariance matrices are taken to be of
the form

0 aj 0 —b;

—b; 0 (54)
b; 0 —aj 0

with ajz. + b? < 1. If a local fermionic Gaussian operation can

be found, then for some suitable A = A; & A,, B = B; @ B,,
D =D, ® D,,anda P € P,, one has

iy =iB(PE'P +D)"'BT +iA, (55)
which can be relaxed into an inequality:
y > iB(PE"'P+ D) 'BT +iA. (56)

The inverse is hard to handle in this expression, which is why
we continue to incorporate the inverse directly into the convex

program. Defining n := £, the constraint i£ < 1 becomes

in>1. (57)
We can now make use of a Schur complement [55] to relate
(56) to a positive semidefinite constraint: the validity of

| v—A B
’[ —BT” PnP+D:|>O (58)

also implies the validity of (56). At this point, the relaxed
constraints become

y— A BP A B
[ PBT n+PDP}>O’ ’[—BT p|S1

~n

772691.:177]"

where A=A, ® Ay, B=B, ® By,and D = D; & D,. We
can impose the explicit form

0 O[j 0 —,Bj
ni=— —O{j 0 _ﬂj 0
J 0 ,Bj 0 o ’
,Bj 0 —; 0

in=>1, n=-n", (59)

(60)

of the inverses with «;,8; € R. The connection between
the entries of & and n; are simply «; = aj(ajz + b?)_l,
Bj =b; (a + bz) !. Finding the & = 5! covariance matrix
belongmg to the parent Gaussian state with minimal negativity
cannot be directly cast into a convex problem. However, we
canintroduce a parameter v = Zj vj,wherev; = |tr(Gn;)| =
4|B;|, whose minimization as a convex optimization provides
a quite optimal parent state. Given the negativity formula (27)
for a block-diagonal &, we obtain the following upper bound

1~ 1
gzjl:[lh(Sj)—§<

where we used that

1~ 1
SHa+vsH-5 6y
j=1

h(j) = = max{Za +b2+2|b|+ }
1 —
:Emax{2,1+(af+b§)[1+2|b.i|(a]2+b?) 1]}
1 —
< 5 max {224 21b;(a} + 67) g

=1+ bjl(@+52) " = 1+v;/4. (62)

The final statement follows from the fact that the P € P», has
no significance in the bound, and hence we can optimize for
P € 14,. This ends the argument.

VI. UPPER BOUND FROM PRODUCTS OF GAUSSIAN
OPERATORS

We now turn to a second upper bound to the entanglement
negativity, which complements the previous one and that serves
a quite different aim. It can again be efficiently computed
and allows for bounding the entanglement negativity in large
systems. We now consider a system of n modes, where now
the modes are separated into subsets A and B. We no longer
require A and B to have the same cardinality, but can also allow
for arbitrary cuts into a system A and its complement.
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For any such division, we can define the operators O as the
Gaussian operators—which do not necessarily reflect quantum
states—that have the fermionic covariance matrix

ve =TFy Ty, (63)

where

Ty = @ 1. PEii.. (64)
JjeA JEB

In other words, Oy are defined as the Gaussian operators

satisfying

lz” (O [m.mi]) = (y4) - (65)

Using this definition, the partial transpose of a Gaussian state
can be written in the form [45]
ol — 1—i I+
2 2
The main difficulty in evaluating the trace norm of the partial
transpose is that its constituent Gaussian operators O and O_
do not commute in general, and thus one has no direct access to
the spectrum of p’#. Nevertheless, the simple form of Eq. (66)
allows one to apply a triangle inequality to bound the trace
norm as [48]

o_.

0, +

(66)

1—i

=2[041li, (67)

1

Oy

1+
o™ < H + H—O_
| 2
where we have used that the two terms in the linear combination
are Hermitian conjugates of each other, hence their trace norms
are equal. This gives for the negativity

N < %(«/Etr(0+0_)1/2 -1, (68)

whereas the logarithmic negativity can be upper bounded as
E<Intr(0,0.)"> +1nv2. (69)

The main advantage of these upper bounds is that they
involve only the product of Gaussian operators O, O_, which
is itself Gaussian and the traces of its powers can be expressed
via appropriate covariance matrix formulas. To arrive to these
expressions, it is useful first to introduce the normalized
Gaussian density operator

. 040_
T tr(040.)
with corresponding covariance matrix y. The rules of multi-

plication are simplest to obtain by considering the exponential
form of the various Gaussian operators:

1
7 X (Z(Wa)k,zmkml/‘l),

o ki

Px (70)

(71)

where the superscripts 0 = +,— and X refer to the correspond-
ing operator O, O_, and p,. The matrices in the exponent are
related to the covariance matrices via

. VVQ 1 _'iyb
tanh — = y,, W,) = ——, 72
i tanh — Y exp(Wy) iy (72)
and the normalization factors are given by
Z, = det(1 + exp(W,)). (73)

Here the symbol det denotes that the double degenerate
eigenvalues of the corresponding matrix have to be counted
only once, i.e., it is the square root of the determinant up to a
possible sign factor. Using Eqs. (71) and (72), the solution for
yx can be found after simple algebra as [56]

—iye =1 = A +iy)A = yry) A +iyy).

With the multiplication rule at hand, we are now ready to
evaluate the trace norm

(74)

Z. 12
1041 = tr(0.0)"* = tr(px)‘/z(ﬁ) (75)
+ —

appearing in the upper bounds (68) and (69). Using (72) and
(73), the ratio of the normalization factors can be rewritten as

Zy g _ R
—det— Y _ oV
Z,7_ 2 2

(76)
For the other term, we can use the well-known trace formula
for Gaussian states

. T+ipy.\® T—ipye\*
trp® = det| | ——— _— , 77
wi=d| (S) + (55E) | oo

with « = 1/2. Hence the upper bounds can be calculated
explicitly in terms of the covariance matrices yx and y.

Before moving to the study of concrete examples, let us
comment about the spectral properties of y.. By a similarity
transformation one can permute the factors in the second term
of (74) to arrive at

Ve = (L —yiy ) vy + 7o), (78)

where >~ denotes equivalence of the spectra. Furthermore,
using the definition in Eq. (63), one can write

_(1-y*\"'yR+Ry
=\"2 2
where R = (Tg)2 = (TI;)2 = T4 @ —1yp|. Thus the second
term in (79) becomes block diagonal,

YR+ Ry
2

with the sign of the reduced covariance matrix of the B modes
being reversed. In particular, if the state on AU B is pure,
i.e., y> = —1, then the spectrum of y, is simply given by the
eigenvalues of y4 and —yp, respectively. Moreover, since the
spectrum of y4 and yp are identical (up to trivial eigenvalues
=+i if |A| # |B]) this just leads to a double degeneracy.

For the upper bound of the logarithmic negativity, it is useful
to define the quantity

E=Intr(0,.0_)"? (81)

such that £ < € +1In+/2. Then using (75)—(77), & can be
expressed via Renyi entropies as

(79)

=VYA @ —VB, (80)

o 1
&= 5[51/2(,00 — S2(paus)l, (82)
where for any state p,
Se(p) = Intrp“. (83)
l—«
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In particular, for pure states one has S>(paup) = 0, while
S1/2(px) = 281,2(p4) due to the double degeneracy of the y,
spectrum mentioned above, and hence £ = E=5§ 1/2(pa). In
other words, for pure states the upper bound is tight without
the additional constant In +/2, since the operators O, and O_
commute.

VII. NUMERICAL EXAMPLES

In this section, we will test the covariance-matrix based
bounds introduced before on the concrete example of a
dimerized XX chain. After Jordan-Wigner transformation,
this is equivalent to a noninteracting fermionic chain with an
alternating hopping #; = 1 £ §, given by the Hamiltonian

1
H=—3 s fii o 1o fl oy He),  (84)
J

with dimerization parameter —1 < § < 1. This is also called
the SSH chain. In all our examples, we consider an open chain
with even sites N at half-filling, and calculate the entanglement
between the modes of two adjacent intervals, such that the spin-
and fermion-chain negativity are indeed equivalent.

A further simplification occurs due to the fact, that the
Hamiltonian is particle-number conserving. On one hand, this
allows us to implement our simple construction for the lower
bound. On the other hand, it makes the calculations for the
upper bound easier, since all the information is encoded in

the fermionic correlation matrix elements Cy, , = ( f,l fu)- As
already noted in [34], for a particle-conserving Gaussian state
withreal C one can replace the covariance matrix —iy +— G =
2C — 1 and define the matrices G+ and G correspondingly.
The formulas leading to the upper bound are then completely
analogous to (76) and (77), except that the det symbols have
to be replaced by ordinary determinants.

A. Bounds versus exact results

First, we test both lower and upper bounds against exact
calculations of the logarithmic negativity for small chain sizes
N < 10. For simplicity, we consider two adjacent intervals of
the same size ¢, taken symmetrically from the center of the
chain. We will consider both ground and thermal states of the
dimerized chain, for which the fermionic correlation matrix
elements read

N

& g imen)
Conn =2 g 4 1 )

where wy and ¢(m) are the single-particle eigenvalues and
eigenvectors of the Hamiltonian (84).

Before presenting our data, let us comment on an obser-
vation about the upper bound. Although the inequality reads
E< E+1n /2, in all our numerics we observe that the bound
is actually tighter, i.e., one has & <E€L £. This has also been
conjectured in Ref. [48] but a rigorous proof is lacking.

In our first example we consider the ground state of a
chain with N = 8 and ¢ = 2. The data are shown in Fig. 1
as a function of the dimerization parameter §. Note that, since
N/2 =4 is even, the hopping between the two subsystems
is given by 1 — §. Thus the entanglement vanishes for § = 1

0.7 ——=—— T T T T T

0.6 \\

0.5 [ 1

/
|

0.4 1

03 [ 1

02 [ 1

0.1 [ 1

0 il il il il il
-1 -08 -06 -04 -02 0

)

02 04 06 08 1

FIG. 1. Logarithmic negativity bounds vs exact results in the
ground state, as a function of the dimerization §, with N = 8§ and
L=2.

while it is given by In2 at the other extreme § = —1, where
a singlet is formed in the center. As expected from its con-
struction, the lower bound & performs well only in the region
8 < 0, where one has a singlet-type dominant contribution to
the entanglement. Remarkably, the upper bound & gives an
overall good performance on both sides, with an almost perfect
saturation for § > 0.2. However, approaching § — —1, the
entanglement tends to stay closer to its lower bound.

It is very instructive to have a look also at the thermal case.
Here we consider the two halves of a chain with N = 8 sites
as subsystems and vary the temperature. This scenario exhibits
a very rich physics, as depicted on Fig. 2, where now the
symbols show the exact data, whereas the solid lines with
matching colors give the respective bounds. In fact, in the
regime § < 0 where the couplings at the boundaries are weak,
the Hamiltonian (84) supports edge states. Consequently,
the ground state shows topological features which yields an
additional In2 contribution to the entanglement as § — —1.
Since the state is pure, one has £ = & , as discussed earlier.

1.4 T T

GS =
B=100 -+ |
B=5
B=2
0.4 \ 1
02t \ |
0 1 L
-1 -0.5 0 0.5 1
)

FIG. 2. Logarithmic negativity bounds vs exact results for thermal
states, as a function of the dimerization 8, and for various values of
B. The symbols represent the exact data, while the solid lines with
matching colors show the corresponding bounds.
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However, already a slight increase of the temperature (see
B = 100) seems to destroy this order, hence the topological
contribution to the entanglement vanishes. Not surprisingly,
for these low temperatures, the upper bound gives a very good
overall estimation. Nevertheless, for increasing temperatures,
the data gradually move towards the lower bound. This im-
proved performance can be understood by a simple argument.
The construction of the lower bound erases all the correlations
within each subsystem A and B. At higher temperatures,
however, such correlations are already washed out and thus
the approximation is more valid.

B. Upper bound for infinite homogeneous chain

From now on we focus on the homogeneous chain § = 0,
and take the thermodynamic limit N — oco. The Hamiltonian
is then diagonalized by a Fourier transform and the correlation
matrix takes the simple form

g dq e—i(m—n)
Cm,n 2/

=t (86)

Our main goal is to study the scaling of the upper bound as
a function of the inverse temperature 8 and subsystem sizes
|A| =€, and |B| = ¢, and compare it to the predictions of
CFT [22].

1. Ground state

We start with the study of £ in the ground state and take
£y = £, = ¢ for simplicity. Invoking Eq. (82), one observes
that the upper bound can be written as the difference of two
Rényi entropies, with respect to Gaussian states p4up and px.
Note that, while the former is just the reduced density operator
of an interval of size 2¢ in an infinite hopping chain, the latter
one has no particular physical interpretation.

To understand the scaling behavior of the entropies, it
is useful to have a look at the corresponding free-fermion

entanglement Hamiltonians H and H «, defined by [57]
-H —H,

Zy

e
z

e

PAUB = Px = 87)
Their single-particle spectra, &, and &;°, respectively, are
related via
e ey
{x = tanh °x ¢ = tanh -~ (88)
2 2
to the spectra ¢ of G and ¢ of G. Owing to the simple
thermal form (87) of the density operators, the calculation of
Renyi entropies reduces to evaluating entropy formulas for a
Fermi gas. In fact, the leading contributions to the entropies
are delivered by the low-lying eigenvalues of the spectra. For
the entanglement Hamiltonian #, these were studied before
and, for In £ > 1, are given approximately by [58,59]

_mk—1/2-10)
T In(4e) —y(1/2)°

with the digamma function ¥ (1/2) &~ —1.963. Thus the entan-
glement Hamiltonian has a level spacing inversely proportional
toln £, orin other words, a logarithmic density of states. In turn,

&k (89)

k-1/2-£

FIG. 3. Single-particle spectra g for various £.

this yields the celebrated result for the Renyi entropies

Se(0auB) = é(l + o ") In £ + const. 90)

We shall now have alook at the spectra &, and their behavior
as a function of ¢, shown in Fig. 3. Apart from the double
degeneracy of the eigenvalues, the spectra show very similar
features to those of &;. In particular, one can observe the slow
logarithmic variation of the spacing and the approximate linear
behavior around zero. We thus propose the ansatz

72k —1/2 — £/2)
In(2¢) + b

with fitting parameters a and b. Fitting the lowest-lying
eigenvalue as a function of ¢, we obtain a = 1.325 ~ 4/3
and b = 1.655 where, for better fit results, we also included
a subleading term proportional to 1/£. Note that the higher
part of the spectrum shows a slight upward bend, which is
again very similar to the behavior of the &, spectra [59].

From the ansatz in Eq. (91) it is very easy to infer the
leading scaling behavior of the Renyi entropies. Indeed, the
main difference from (89) is the increased level spacing,
leading to a decrease of the density of states by a factor of
a~' & 3/4. Taking into account also the double degeneracy of
the spectrum, one arrives at

X X
Eop—1 =& =2a

, oD

1
Sa(py) = Z(1 + o ") In ¢ + const. (92)
That is, ignoring the subleading constant, which is also modi-
fied due to the parameter b, the entropies S, (0« ) and Sy (pauB)
differ by a factor of 3/2. This is indeed the result we find
numerically by fitting the data for various «. Finally, inserting
the appropriate Renyi entropies into (82), one immediately
finds
s
&= ) In £ + const. (93)
Thus the upper bound shows exactly the same scaling as
the logarithmic negativity predicted by CFT calculations with
central charge ¢ = 1 [22].
It is instructive to have a look also at the case of unequal
adjacent segments of size £; and ¢,, where the CFT prediction
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20
15
10 |
5 L
g 0
5 ]
-10 0,=100, (=100 —=—
0,=50, (=150 —«—
-15 0,220, £,=180 ]
£,=10, £,=190
20 | | |
-15 -10 -5 0 5 10 15

K-1/2-(0,+£,)/2

FIG. 4. Single-particle spectra ¢, for £; + £, = 200 and various
4.

gives [22]

é’:Eln&
4 41+,

+ const. 94)
The corresponding spectra ; are shown in Fig. 4, for a
fixed overall length £, 4 £, = 200 and varying ¢;. The main
feature to be seen is the breaking of the degeneracies. Indeed,
from the analog of Eq. (79) to the present case, it is clear
that the spectrum of G, must somehow mix those of G4,
G, and G, which is reflected on the corresponding single-
particle entanglement spectra. Unfortunately, however, it is
very difficult to separate the various contributions and, in
contrast to the case of a single length scale in (91), we have
not been able to find a simple ansatz. Nevertheless, from
evaluating £, we find exactly the same scaling behavior (94) as
obtained from CFT. The results are plotted against the proper
scaling variable in Fig. 5, finding a perfect collapse of the data.
Furthermore, comparing to the result for equal intervals as a
function of the segment size, we observe that the two functions
match perfectly.

0 10 20 30 40 50 60 70 80 90 100
20,65/t )

FIG. 5. Upper bound against CFT scaling variable with £; + ¢, =
200 fixed and varying ¢,. For comparison, the solid line shows the
equal-segment result (93), with ¢; = ¢, = ¢£.

k-1/2-£

FIG. 6. Thermal single-particle spectra for £ = 100 and various 8.

2. Thermal states

As our final example, we consider thermal states of the
infinite hopping chain with adjacent equal-size segments,
where the CFT calculation of the logarithmic negativity gives
[24]

B

12
E= ¢ In — tanh il + const. (95)
4 B

Hence, for any finite temperatures and ¢ > §, the negativity
satisfies an area law. To compare it to the behavior of the
upper bound, one should first have a look at the corresponding
spectra &, , shown in Fig. 6 as a function of £ and for various .
One sees the thermal flattening of the spectra with increasing
temperatures, which signals a crossover from logarithmic to
linear density of states in £.

As an immediate consequence, the Renyi entropy S;/2(0x)
becomes extensive. This, however, does not necessarily spoil
the tightness of our upper bound, since the contribution from
S>(paus), which is itself extensive, has to be subtracted.
Indeed, as shown in Fig. 7, we find numerically that &
saturates for large £ for any nonzero temperatures and hence the
extensive contributions from the two entropies exactly cancel.
Moreover, as shown on the inset, we confirm that & has exactly

oL B20 " In(B/m tanh(¢r/B))

0 10 20 30 40 50 60 70 80 90 100
14

FIG. 7. Upper bound for thermal states with various 8 against £.
The inset shows the data against CFT scaling variable.
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the same scaling behavior as £ in (95). Note, however, that it
is difficult to find an analytic argument to understand this type
of scaling on the level of the spectra g;, since one has to look
for subleading effects.

VIII. OUTLOOK

In conclusion, we have presented rigorous bounds to the
entanglement negativity that are efficiently computable for
fermionic Gaussian states. In particular, the definition of the
lower bound and one of the upper bounds is a simple function
of the covariance matrices, allowing an efficient calculation in
the number of fermionic modes. Furthermore, we have also
constructed an upper bound which makes use of semidefinite
programming techniques.

There are a number of questions left open for future
research. First, in all our numerical examples, carried out for
adjacent intervals in a dimerized hopping chain, we observed
that the upper bound of the logarithmic negativity can actually
be made more tight by neglecting an additive constant In /2.
Although it has also been conjectured in Ref. [48], we could
not give a rigorous proof in support of this claim and it is still
unclear if this holds in complete generality.

Moreover, while the upper bound for adjacent intervals in
a free-fermion chain gives exactly the same scaling behavior
as the CFT prediction for the entanglement negativity, one
should also test its performance for the case of nonadjacent
intervals. Unfortunately, this setup is much more involved
since the analytic continuation from the moments of the partial
transpose is not known [60]. Another interesting question is
the negativity for nonadjacent intervals in the XX spin chain,
where the results in the spin and fermionic basis are not
equivalent [61,62], and thus the upper bound should also be
properly generalized.

Regarding the lower bound, we observed that it performs
particularly well in case of strong singlet-type entanglement
between the subsystems. This makes it a good candidate to
check the negativity scaling in random singlet phases of disor-
dered spin chains, where the available DMRG results are not
yet entirely conclusive [18]. Importantly, the bounds presented
here constitute an excellent starting point for endeavors aimed
at seeing topological signatures at finite temperatures, as the
numerics for comparably small SSH chains already suggests.
It is the hope that this work stimulates such further research.

Note added. Upon completion, we became aware of a recent
independent work [63], where an alternative definition of
fermionic entanglement negativity is considered. Making use
of a freedom in the representation of the partial transposition,
the authors adopt a different convention, which is equivalent
to partial time-reversal. In turn, their entanglement negativity
coincides with our upper bound & in Sec. VIL
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