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#### Abstract

We use the sign-reweighting method to simulate the QCD chiral transition at real baryon densities on phenomenologically relevant lattices. This avoids the severe limitations of extrapolating from zero or imaginary chemical potential and the overlap problem of traditional reweighting approaches, opening up a new window to reliably study hot and dense strongly interacting matter from first principle lattice simulations. We demonstrate that sign reweighting can reach up to a baryochemical potential-temperature ratio of $\mu_{B} / T=2.7$, covering most of the Relativistic Heavy Ion Collider Beam Energy Scan range.
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## I. INTRODUCTION

The properties of strongly interacting matter at high temperature and density play a role in a variety of issues, such as the early history of the Universe and the scattering of heavy ions. These issues are currently at the center of intense theoretical and experimental investigations, and a deeper understanding of hot and dense strongly interacting matter would greatly help in furthering progress. In particular, the chiral transition has garnered a lot of interest [1-16], as the comparison of theoretical predictions with results from heavy-ion experiments can potentially challenge our understanding of strong interactions based on QCD. It is therefore important to obtain predictions for the behavior of strongly interacting matter near the chiral transition starting from first principles.

The most well-established method for first-principles studies of QCD in the strongly coupled regime near the transition is lattice QCD [17]. The lattice approach turns the path integral of quantum field theory into a practical numerical method by mapping it to a statistical-mechanics system. This method can in principle be systematically

[^0]improved to reach arbitrary accuracy. Indeed, many aspects of QCD thermodynamics have been clarified using this method, such as the crossover nature of the transition and the value of the transition temperature at zero baryon density [4-6]. A timely challenge is then a lattice calculation of the properties of matter at finite density, such as the location of the critical end point-predicted by effective and functional approaches [7-10]. QCD at finite density is, however, not amenable to first-principle lattice studies using standard techniques, since in this case the Boltzmann weights in the path integral representation are complex and so not suitable for importance-sampling algorithms. A variety of methods have been proposed over the years to sidestep this complex action problem. None of these methods is, however, completely satisfactory, as they all suffer from systematic effects of some kind. Methods based on using an imaginary chemical potential [14,18-35] or a Taylor expansion around vanishing chemical potential [11,36-48] involve a certain amount of modeling, as they necessarily make assumptions about the functional dependence of physical observables on the chemical potential, in order to reconstruct them at real, finite chemical potential. Despite its formal exactness, the overlap problem when reweighting from zero chemical potential $\mu_{B}=0$ [49-54] makes it very difficult to quantify statistical and systematic uncertainties. This is also true for the complex Langevin approach [55-61] due to its convergence issues. Yet, other speculative methods, such as dual variables $[62,63]$ or Lefshetz thimbles [64-68] have only been successfully used to study toy models so far.

Although technically manifesting as different, the analytic continuation problem of the Taylor and imaginary chemical potential methods and the overlap problem of reweighting from $\mu_{B}=0$ have the same origin: an inability to directly sample the gauge configurations most relevant to finite-density QCD, thus requiring an extrapolation that hopefully captures the features of the theory of interest. One would instead like to perform simulations in a theory from which reconstruction of the desired theory is the least affected by systematic effects, by (i) keeping as close as possible to the most relevant configurations, thus minimizing the overlap problem, and (ii) making the complex-action problem, or sign problem, due to cancellations among contributions, as mild as possible. A method satisfying both requirements-"sign reweight-ing"-has sporadically been mentioned in the literature for quite some time [69-75]. Moreover, sign reweighting is the optimal choice, with the weakest sign problem, out of reweighting schemes based on simulating theories where the Boltzmann weights differ from the desired ones only by a function of the phase of the quark determinant [69-71]. This approach is so far the closest one can get to sampling the most relevant configurations according to the original, sign-problem-ridden path integral and allows one to answer detailed questions about the gauge configurations that determine the nature of dense strongly interacting matter.

While optimal, the "sign-quenched" theory that one has to simulate in the sign-reweighting approach is unfortunately not a local field theory, so the standard algorithms of lattice QCD do not apply. This leads to more costly numerics and has prevented so far the use of sign reweighting in large scale simulations on fine lattices. The state of the art so far was the study on toy lattices of Ref. [75]. After further optimization, here we demonstrate that sign reweighting has become viable for phenomenologically relevant lattices. We perform simulations of the sign-quenched theory with 2 -stout improved staggered fermions at $N_{\tau}=6$-a lattice action that is often used (at zero or imaginary chemical potential) as the first point of the continuum extrapolation for thermodynamic quantities $[4,24,30,76-82]$. We therefore obtain results directly (up to reweighting by a sign) at a finite real chemical potential, up to a baryochemical potentialtemperature ratio of $\hat{\mu}_{B}=\frac{\mu_{B}}{T}=2.7$, which is near the upper end of the chemical potential range of the Relativistic Heavy Ion Collider (RHIC) Beam Energy Scan [83-85] and is already in a region of the phase diagram where analytic continuation methods stop being predictive. Beyond previous results on toy lattices, this is the first result in the literature obtained at real baryon density without any of the unknown systematic uncertainties, such as those coming from the overlap problem and analytic continuation. To aid further studies of this kind, we also provide a way to estimate the severity of the sign
problem-the main bottleneck for sign-reweighting studies-based on susceptibility measurements at $\mu_{B}=0$.

## II. OVERLAP PROBLEM AND SIGN REWEIGHTING

A generic reweighting method reconstructs expectation values in a desired target theory, with microscopic variables $U$, path integral weights $w_{t}(U)$, and partition function $Z_{t}=\int \mathcal{D} U w_{t}(U)$, using simulations in a theory with real and positive path integral weights $w_{s}(U)$ and partition function $Z_{s}=\int \mathcal{D} U w_{s}(U)$, via the formula

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{t}=\frac{\left\langle\frac{w_{t}}{w_{s}} \mathcal{O}\right\rangle_{s}}{\left\langle\frac{w_{t}}{w_{s}}\right\rangle_{s}}, \quad\langle\mathcal{O}\rangle_{x}=\frac{1}{Z_{x}} \int \mathcal{D} U w_{x}(U) \mathcal{O}(U) \tag{1}
\end{equation*}
$$

where $x$ may stand for $t$ or $s$. When the target theory is lattice QCD at finite chemical potential, the target weights $w_{t}(U)$ have wildly fluctuating phases; this is the infamous sign problem of lattice QCD. In addition to this problem, generic reweighting methods also suffer from an overlap problem: the probability distribution of the reweighting factor $w_{t} / w_{s}$ has generally a long tail, which cannot be sampled efficiently in standard Monte Carlo simulations. It is actually the overlap problem, rather than the sign problem, that constitutes the immediate bottleneck in QCD when one tries to extend reweighting results to finer lattices [86].

A way to address the overlap problem is to simulate an ensemble where $w_{t} / w_{s}$ takes values from a compact space, such as the phase-quenched $[87,88]$ or sign-quenched [69-75] ensembles. We pursue the second approach, with a weaker sign problem. First, note that the partition function of lattice QCD is real due to charge conjugation invariance, and at finite temperature $T$ and finite real quark chemical potential $\mu$, one can write

$$
\begin{equation*}
Z(T, \mu)=\int \mathcal{D} U \operatorname{Re} \operatorname{det} M(U, \mu) e^{-S_{g}(U)} \tag{2}
\end{equation*}
$$

where $S_{g}$ is the gauge action, det $M$ denotes the fermionic determinant, including all quark types with their respective mass terms, as well as rooting in the case of staggered fermions, and the integral is over all link variables $U$. Replacing the determinant with its real part is not permitted for arbitrary expectation values, but it is allowed for observables satisfying $\mathcal{O}\left(U^{*}\right)=\mathcal{O}(U)$, as well as for those obtained as derivatives of $Z$ with respect to real parameters, such as the chemical potential or the quark mass. As most important observables in bulk thermodynamics are of this kind, one can use Eq. (2) as the starting point for a reweighting scheme. Denoting by $\varepsilon$ the sign of Re det $M(U, \mu)$, one has

$$
\begin{align*}
Z(T, \mu) & =\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}} Z_{\mathrm{SQ}}(T, \mu), \\
Z_{\mathrm{SQ}}(T, \mu) & =\int \mathcal{D} U|\operatorname{Re} \operatorname{det} M(U, \mu)| e^{-S_{g}(U)}, \\
\langle\mathcal{O}\rangle_{T, \mu}^{\mathrm{SQ}} & =\frac{1}{Z_{\mathrm{SQ}}(T, \mu)} \int \mathcal{D} U \mathcal{O}(U)|\operatorname{Redet} M(U, \mu)| e^{-S_{g}(U)} . \tag{3}
\end{align*}
$$

Here, SQ stands for sign quenched, and $Z_{S Q}$ defines the "sign-quenched ensemble." The desired expectation values are then obtained by setting $w_{s}=|\operatorname{Re} \operatorname{det} M(U, \mu)| e^{-S_{g}(U)}$, $w_{t}=\operatorname{Re} \operatorname{det} M(U, \mu) e^{-S_{g}(U)}$, and $w_{t} / w_{s}=\varepsilon$ in Eq. (1). Since $\varepsilon= \pm 1$, reweighting boils down to a sign factor, and one avoids the problem of inaccurate sampling of the tails of the probability distribution of the reweighting factor (i.e., the overlap problem), since the tails are absent by construction. The only problem left is the sign problem, which is under control as long as $\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}$ is safely not zero within errors. In this case, sign reweighting gives reliable results, and unlike any other of the commonly used methods for $\mu_{B}$, error bars (for a fixed lattice setup) are statistical only.

## III. SEVERITY OF THE SIGN PROBLEM

A key step in addressing the feasibility of our approach is estimating the severity of the sign problem. The sign-reweighting approach is closely related to the better known phase-reweighting approach $[87,88]$, where in Eq. (1) we have $w_{t}=\operatorname{det} M(U, \mu) e^{-S_{g}(U)}$ and $w_{s}=$ $|\operatorname{det} M(U, \mu)| e^{-S_{g}(U)}$, which defines the phase-quenched ensemble PQ . In the sign-quenched ensemble, the severity of the sign problem is measured by the average phase factor $\left\langle e^{i \theta}\right\rangle_{T, \mu}^{\mathrm{PQ}}=\langle\cos \theta\rangle_{T, \mu}^{\mathrm{PQ}}$, while in the sign quenched (SQ) ensemble, it is measured by $\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}=\langle\cos \theta\rangle^{\mathrm{PQ}} /$ $\langle | \cos \theta\left\rangle^{\mathrm{PQ}}\right.$. Clearly, $\langle\cos \theta\rangle_{T, \mu}^{\mathrm{PQ}} \leq\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}$, so the sign problem is generally weaker in the SQ case. Moreover, the probability distribution of the phases $\theta=\arg \operatorname{det} M$ in the phasequenched theory, $P_{\mathrm{PQ}}(\theta)$, controls the strength of the sign problem in both ensembles. A simple quantitative estimate can then be obtained with the following two-step approximation: ( $i$ ) in a leading order cumulant expansion, $P_{\mathrm{PQ}}(\theta)$ is assumed to be a wrapped Gaussian distribution, and (ii) the chemical potential dependence of its width is approximated by the leading order Taylor expansion, $\sigma(\mu)^{2} \approx\left\langle\theta^{2}\right\rangle_{\mathrm{LO}}=$ $-\frac{4}{9} \chi_{11}^{u d}(L T)^{3} \hat{\mu}_{B}^{2}$ [36], where $\chi_{11}^{u d}=\left.\frac{1}{T^{2}} \frac{\partial^{2} p}{\partial \mu_{u} \partial \mu_{d}}\right|_{\mu_{u}=\mu_{d}=0}$ is the disconnected part of the light quark susceptibility, obtained in $\mu=0$ simulations. In this approximation, both cases can be calculated analytically, with $\langle\cos \theta\rangle_{T, \mu}^{\mathrm{PQ}} \approx e^{-\frac{\sigma^{2}(\mu)}{2}}$ in the phase-quenched case, while in the sign-quenched case the expression for $\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}$ is more involved. It is worth noting the different asymptotics of the two cases. The small- $\mu$ (i.e., small- $\sigma$ ) asymptotics are notably very different, with
$\langle\cos \theta\rangle_{T, \mu}^{\mathrm{PQ}} \sim 1-\frac{\sigma^{2}(\mu)}{2}$ analytic in $\hat{\mu}_{B}$, while in the signquenched case $\langle\varepsilon\rangle_{T, \mu}^{S \mathrm{Q}}$ is not analytic,

$$
\begin{equation*}
\langle\varepsilon\rangle_{T, \mu_{\hat{\mu}_{B} \rightarrow 0}}^{\mathrm{SQ}} \underset{\pi}{\sim} 1-\left(\frac{4}{\pi}\right)^{\frac{5}{2}}\left(\frac{\sigma^{2}(\mu)}{2}\right)^{\frac{3}{2}} e^{-\frac{\pi^{2}}{8 \sigma^{2}(\mu)}}, \tag{4}
\end{equation*}
$$

approaching 1 faster than any polynomial (see the Supplemental Material [89] for a derivation). The large- $\mu$ or large volume asymptotics are, on the other hand, quite similar; in the large- $\sigma$ limit, a wrapped Gaussian tends to the uniform distribution, and so at large chemical potential or volume, one arrives at

$$
\begin{equation*}
\frac{\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}}{\langle\cos \theta\rangle_{T, \mu}^{\mathrm{PQ}}} \underset{\hat{\mu}_{B} \text { or } V \rightarrow \infty}{\sim}\left(\int_{-\pi}^{\pi} d \theta|\cos \theta|\right)^{-1}=\frac{\pi}{2} \tag{5}
\end{equation*}
$$

which asymptotically translates to a factor of $\left(\frac{\pi}{2}\right)^{2} \approx 2.5$ fewer statistics needed for a sign-quenched as compared to a phase-quenched simulation.

We compare our Gaussian model with simulation results for both the sign-reweighting and phase-reweighting approach in Fig. 1. Error bars on the model come solely from the statistical errors of $\chi_{11}^{u d}$ at $\mu_{B}=0$. Our model describes reasonably well our simulation data at small $\mu$ in both cases, deviating less than $1 \sigma$ from the actual measured strength of the sign problem up to $\hat{\mu}_{B}=2$. While deviations are visible at larger $\mu$, even at the upper end of our $\hat{\mu}_{B}$ range, the deviation is at most $25 \%$, and Eq. (5) approximates well the relative severity of the sign problem in the two ensembles at $\hat{\mu}_{B}>1.5$.

In summary, this shows that we can estimate the severity of the sign problem using $\mu_{B}=0$ simulations only, making the planning of such reweighting studies practical. Furthermore, we have also demonstrated-using simulations at real chemical potential-that at an aspect ratio of $L T \approx 2.7$ the sign problem is manageable up to $\hat{\mu}_{B}=2.7$. Covering the range of the RHIC Beam Energy Scan is therefore feasible.

## IV. SIMULATION SETUP

We simulated the sign-quenched ensemble using $2+1$ flavors of rooted staggered fermions. We used a tree-level Symanzik improved gauge action, and two steps of stout smearing [95] with $\rho=0.15$ on the gauge links fed into the fermion determinant, with physical quark masses, using the kaon decay constant $f_{K}$ for scale setting (see Ref. [96] for details). We studied $16^{3} \times 6$ lattices at various temperatures $T$ and light-quark chemical potential $\mu_{u}=\mu_{d}=\mu_{l}=\mu=$ $\mu_{B} / 3$ with a zero strange quark chemical potential $\mu_{s}=0$, corresponding to a strangeness chemical potential [42,97] $\mu_{S}=\mu_{B} / 3$. We performed a scan in chemical potential at fixed $T=140 \mathrm{MeV}$ and a scan in temperature at fixed $\hat{\mu}_{B}=1.5$. Simulations were performed by modifying the


FIG. 1. The strength of the sign problem as a function of $\mu_{B} / T$ at $T=140 \mathrm{MeV}$ (left) and as a function of $T$ at $\mu_{B} / T=1.5$. A value close to 1 shows a mild sign problem. A small value indicates a severe sign problem. Data for sign reweighting (black) and phase reweighting (orange) are from direct simulations. Predictions of the Gaussian model are also shown.

RHMC algorithm at $\mu_{B}=0$ by including an extra accept/ reject step that takes into account the factor $\frac{|\operatorname{Re} \operatorname{det} M(\mu)|}{\operatorname{det} M(0)}$. The determinant was calculated with the reduced matrix formalism [49] and dense linear algebra, with no stochastic estimators involved. See the Supplemental Material [89] for a complete description of the simulation algorithm.

## V. OBSERVABLES

We now proceed to display physics results. The lightquark chiral condensate was obtained via the formula

$$
\begin{align*}
\langle\bar{\psi} \mu\rangle_{T, \mu} & =\frac{1}{Z(T, \mu)} \frac{\partial Z(T, \mu)}{\partial m_{u d}} \\
& =\frac{T}{V} \frac{1}{\langle\varepsilon\rangle_{T, \mu}^{\mathrm{SQ}}}\left\langle\varepsilon \frac{\partial}{\partial m_{\mathrm{ud}}} \ln \right| \operatorname{Re} \operatorname{det} M| \rangle_{T, \mu}^{\mathrm{SQ}}, \tag{6}
\end{align*}
$$

with the determinant $\operatorname{det} M=\operatorname{det} M\left(U, m_{u d}, m_{s}, \mu\right)$ calculated in the reduced matrix formalism at different lightquark masses and fed into a symmetric difference, $\frac{d f(m)}{d m} \approx \frac{f(m+\Delta m)-f(m-\Delta m)}{2 \Delta m}$, choosing $\Delta m$ small enough to make the systematic error from the finite difference negligible compared to the statistical error. The renormalized condensate was obtained with the prescription

$$
\begin{equation*}
\langle\bar{\psi} \psi\rangle_{R}(T, \mu)=-\frac{m_{u d}}{f_{\pi}^{4}}\left[\langle\bar{\psi} \psi\rangle_{T, \mu}-\langle\bar{\psi} \psi\rangle_{0,0}\right] . \tag{7}
\end{equation*}
$$

We also calculated the light quark density

$$
\begin{align*}
\chi_{1}^{l} \equiv \frac{\partial\left(p / T^{4}\right)}{\partial(\mu / T)} & =\frac{1}{V T^{3}} \frac{1}{Z(T, \mu)} \frac{\partial Z(T, \mu)}{\partial \hat{\mu}} \\
& =\frac{1}{V T^{3}\langle\varepsilon\rangle_{T, \mu}^{S Q}}\left\langle\varepsilon \frac{\partial}{\partial \hat{\mu}} \ln \right| \operatorname{Redet} M| \rangle_{T, \mu}^{\text {SQ }}, \tag{8}
\end{align*}
$$

evaluating the derivative analytically using the reduced matrix formalism (see the Supplemental Material [89]).

## VI. TEMPERATURE SCAN

Our results for a temperature scan between 130 and 165 MeV at real chemical potential $\hat{\mu}_{B}=1.5$, zero chemical potential, and imaginary chemical potential $\hat{\mu}_{B}=1.5 i$ are shown in Fig. 2. The most important quantitative question one can address with such a temperature scan is the strength of the crossover transition. Methods based on analytic continuation cannot address this particular issue efficiently. It was in fact demonstrated by numerical simulations that for imaginary chemical potentials the strength of the transition is to a good approximation constant [14,34]. However, the extrapolation of such a behavior to real chemical potentials is inherently dangerous. It is usually assumed that the transition at physical masses and $\mu_{B}=0$ is close to the $\mathrm{O}(4)$ scaling regime in the continuum theory [2,98-101] (or $\mathrm{O}(2)$ with staggered fermions on the lattice [102]), while close to the critical end point, one expects to see $\mathbb{Z}_{2}$ scaling. One then cannot assess at what point one enters the $\mathbb{Z}_{2}$ region using gauge configurations that are only sensitive to $O(4)$ [or $O(2)$ ] criticality, and extrapolations from such configurations are very likely to miss a transition to the other regime-even if it exists. Our results, however, show that the transition is not getting any stronger up to $\hat{\mu}_{B}=1.5$, as convincingly demonstrated by the collapse plot in the inset of Fig. 2. In fact, data at $\hat{\mu}_{B}=0,1.5,1.5 i$ are all reasonably well described by one and the same function of $T\left(1+\kappa \hat{\mu}_{B}^{2}\right)$.

## VII. CHEMICAL POTENTIAL SCAN

Our results for the chemical potential scan at a fixed temperature of $T=140 \mathrm{MeV}$ are shown in Fig. 3. We have performed simulations at $\hat{\mu}_{B}=1,1.5,2,2.2,2.5,2.7$. The point at $\hat{\mu}_{B}=2.2$ corresponds roughly to the chiral transition, as at this point the chiral condensate is close to its value at the $\mu_{B}=0$ crossover.

The sign-quenched results are compared with the analytic continuation from imaginary chemical potential results, obtained by extrapolating suitable fits to the


FIG. 2. The renormalized chiral condensate (left) and the light quark number-to-light quark chemical potential ratio (right) as a function of temperature at $\mu_{B} / T=1.5$. The data points are shown together with an arcotangent based fit. In the insets, collapse plots are shown in the variable $T \cdot\left(1+\kappa\left(\frac{\mu_{B}}{T}\right)^{2}\right)$, with $\kappa \approx 0.012$ for the chiral condensate and $\kappa \approx 0.016$ for the quark number. In the left panel, the value of the condensate at the crossover temperature at $\mu_{B}=0$ is also shown.


FIG. 3. The renormalized chiral condensate (left) and the light quark number-to-light quark chemical potential ratio (right) as a function of $\left(\mu_{B} / T\right)^{2}$ at temperature $T=140 \mathrm{MeV}$. Data from simulations at real $\mu_{B}$ (black) are compared with analytic continuation from imaginary $\mu_{B}$ (blue). In the left panel, the value of the condensate at the crossover temperature at $\mu_{B}=0$ is also shown. The simulation data cross this line at $\mu_{B} / T \approx 2.2$.
imaginary $-\mu_{B}$ data from negative to positive $\hat{\mu}_{B}^{2}$. We considered two types of fits: $(i)$ As the simplest Ansatz, we fitted the data with a cubic polynomial in $\hat{\mu}_{B}^{2}$ in the range $\hat{\mu}_{B}^{2} \in[-10,0]$. (ii) As an alternative, we also used suitable Ansätze for $\langle\bar{\psi} \psi\rangle_{R}$ condensate and $\chi_{1}^{l} / \hat{\mu}_{l}$ based on the fugacity expansion $p / T^{4}=\sum_{n} A_{n} \cosh (n \hat{\mu})$, fitting the data in the entire imagi-nary-potential range $\hat{\mu}_{B}^{2} \in\left[-(6 \pi)^{2}, 0\right]$ using, respectively, seven and six fitting parameters. Fit results are also shown in Fig. 3; only statistical errors are displayed. While sign reweighting and analytic continuation give compatible results, at the upper half of the $\mu_{B}$ range, the errors from sign reweighting are an order of magnitude smaller. In fact, sign reweighting can penetrate the region $\hat{\mu}_{B}>2$ where the extrapolation of many quantities is not yet possible [14,46].

## VIII. CONCLUSIONS

We have demonstrated that sign reweighting has become a viable approach to finite-density lattice QCD. This is the first lattice study performed with a phenomenologically
relevant lattice action (2-stout improved staggered fermions, six time slices, aspect ratio $L T \approx 2.7$ ) that does not require analytic continuation, unlike the Taylor expansion and imaginary $\mu_{B}$ methods, and is free from the overlap problem of more traditional reweighting approaches. We also presented a way to estimate the severity of the sign problem from $\mu_{B}=0$ simulations, making the method practical; the computational cost for a given $\mu_{B}$ and a given lattice action is now easily predictable.

Note that the phase- and sign-reweighting approaches only guarantee the absence of heavy tailed distributions when calculating the ratio of the partition functions (or the pressure difference) of the target and simulated theories. We leave the study of the probability distributions of other observables to future work.

Our temperature scan at $\mu_{B} / T=1.5$ shows no sign of the transition getting stronger. Furthermore, while the results of the $\mu_{B}$ scan at $T=140 \mathrm{MeV}$ are compatible with those obtained from extrapolation from imaginary $\mu_{B}$, the errors of the sign-reweighting method are an order of magnitude
smaller, opening up new possibilities. Our chemical potential scan shows that small statistical errors can be achieved up to $\mu_{B} / T=2.7$, and our temperature scan shows that the severity of the sign problem is only weakly dependent on the temperature (Fig. 1, right). Our method is then optimized enough to make a full scan of the chiral transition region in the RHIC Beam Energy Scan range feasible, with computing resources available today. Such a scan allows us to attack the most important open question of the Beam Energy Scan and decide whether the crossover transition becomes stronger in the range, as expected for a nearby critical end point [84,85,103-106]. It would also allow us to obtain the equation of state directly and test the range of validity of several recently proposed resummation schemes [34,107] for the Taylor expansion of the pressure in $\mu_{B}$.

The lattice action used in this study is often the first point of a continuum extrapolation in QCD thermodynamics. Furthermore, while the sign problem is exponential in the physical volume, it is not so in the lattice spacing. Continuum-extrapolated finite $\mu_{B}$ results in the range of the RHIC Beam Energy Scan are then almost within reach
for the phenomenologically relevant aspect ratio of $L T \approx 3$. On the theoretical side, sampling the most relevant configurations allows one to study detailed aspects of the theory at $\mu_{B}>0$, such as spectral statistics of the Dirac operator, likely leading to new insights.
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